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Homework for the week

. Larsen and Marx 3.10.1, 3.10.12, 3.10.13,3.10.14,3.10.15.

. Central limit theorem, Larsen and Marx: Example 4.3.2,4.3.4.

Exercise 4.3.15,4.3.17,4.3.24,4.3.34.

. This exercise compares the estimate of probabilities given by Chebyshev with the
estimate from central limit theorem.

Let Xi,..., Xy be ii.d. random variables with mean p and variance 02 < co. Define
the sample mean
|

(a) Use Chebyshev’s inequality to show that

02

P(| Xy —p| >¢) < —.
Xy =ulze) = 3
[Note: Done in class]

(b) Now assume X; have a distribution with finite third moment so that the Central
Limit Theorem applies. Deduce that for large N,

\/N6>_17

g

P(| Xy —pl <e) = 2@(

where @ is the standard normal cdf.

(¢) Compare the bounds in (a) and (b). Which estimate is sharper? Illustrate nu-
merically for the case X; ~ Bernoulli(1/2), N = 100, ¢ = 0.1. [You can use a
table, calculator, or a computer to compare. |

Which estimate is better?



4. (Priyanka’s estimator) Let p € (0,1) be the (unknown) probability of heads for a coin.
Toss the coin N times and let N
. 1
PN = N ; Xi,

where Xq,..., Xy S Bernoulli(p). Let 2995 denote the 0.995-quantile of the standard
normal distribution.

Prove, using the Central Limit Theorem, that asymptotically

]P)(ﬁN_ZO.Q%\/ ) < p < Py + 20005 p(1]\7p)) ~ 0.99.

In other words, show that with probability close to 99%, the true value p lies in the

interval
[f)N — 20.995/ p(lﬁp% PN + 20,9951/ p(lzgp) ]

2 Bonus questions

In the last question in the previous section we saw that the Central Limit Theorem implies
an approximate 99% bound

P(ﬁN_ZO.QQS p(lj\Fp) < p < DN+ 20995 p(l]\;p)) ~ 0.99.

But the “approximate” value is vague and unless we have an estimate of the error as a
function of N, we cannot be sure of our estimates. This problem is solved by Berry-Esseen
theorem: For i.i.d. Xi,..., Xy with mean p, variance o2, and third absolute moment
p = E[| X, — p|?], one has

Sn=Np )_ ‘ < P
max PG <) 0| < €505,

for an absolute constant C' < 0.5, where ® is the standard normal cdf. We will not prove
this result but specialize this bound to the Bernoulli(p) case. Show the following step by
step.

1. Show that p = p and 0% = p(1 — p).
. Compute p = E[|X; — p[*] = p(1 —p)(p* + (1 —p)?).
3. Deduce that

\)

p PP+ (1—p)?

o’ p(1—p)

. Conclude that the CLT-approximation error in the 99% interval is at most

W




For our case, if p = 0.5, then the error is less than 1v/N.For 10k samples it may add or
subtract a maximum probability of 1%.



